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Abstract

We report an update on a search in the ll jj final states using the full 2012 CMS data at√
s=8 TeV, which corresponds to an integrated luminosity of 19.7 fb−1. Motivated by

an potential “excess” spotted in 2011 CMS data we have systematically examined the
ll + jj mass spectrum using 2012 CMS data. This involves analyzing the mass spec-
trum in 9 statistically independent primary data regions defined by eletron and muon
flavor combination and mass range of dileptons (above Z-pole, on Z-pole, and below
Z-pole). In each selected data sample, we scan the mll jj mass spectrum from [700,
1440] GeV with a 10% ([0.9m, 1.1m]) sliding mass window, using MC simulations to
estimate known SM backgrounds. In ee and eµ channels, no significant local “excess”
above SM expectation has been observed. In µµ channel above Z-pole region, we
observe an excess around 1 TeV mass with a local significance of 3.7 σ after includ-
ing systematic uncertainties. The significance of this local “excess” is 4.1 σ without
systeamtic uncertainties. In the µµ below Z-pole region, small “excess” is also pre-
sented in the similar region as shown in above Z-pole sample. Additional studies
and re-analyzing of 2011 data are still ongoing.
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1 The Introduction1

In this note, we present an update of a search in the ll jj final states using the full 2012 CMS2

data. At the beginning of 2011 LHC run, while studying other physics subjects, by accident3

we have noticed a moderate “excess” in the µµjj final state around the mass range of 1 TeV4

using the first 1.1 fb−1 CMS data, as shown in Fig. 1. The dominant standard model (SM)5

processes shown in Fig. 1 are Drell-Yan (DY) + jets and tt production. The follow-ups on this6

“excess” with additional 2011 CMS data have been documented as internal analysis notes [1, 2].7

Comparing to the selections used to make Fig. 1, in notes [1, 2] we only slightly increased the8

leading jet pT threshold and all other selections remained to be same. The main motivation was9

to observe how the “excess” evolves with incoming data.
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Figure 1: The µµjj mass distribution obtained using the first 1.1 fb−1 of the CMS 2011 data. All
MC simulations are normalized to data luminosity using cross sections. The selection used to
make this plot was intended for other physics studies.

10

Several groups have performed independent cross checks on the mass spectrum we have ob-11

tained and these are documented in this internal note [3]. The µµjj invariance mass spectrum12

obtained by different groups are shown in Fig. 2, where the 2011 CMS data have been di-13

vided into Run2011A and Run2011B subsets with 2.3 fb−1 and 2.7 fb−1 integrated luminosity,14

respectively. In both data subsets, the µµjj spectrum has been reproduced to very good ex-15

tent following identical/similar selections. The relatively larger discrepancies between Darin’s16

mass spectrum and the others are mainly due to the trigger matching, which is not applied in17

Darin’s cross-check.18

The “excess” is more obvious in 2011A than in 2011B. Preliminary studies [1, 2] show no evi-19

dence of “excess” in the eejj and eµjj final states. Motivated by this potential “excess”, we have20

investigated this particular mass region (∼ 1 TeV) in the ll jj final states using the full 2012 CMS21

data. This analysis note is served as a documentation of our latest findings. Our focus is on22

the off Z-pole same flavor dilepton channels (µµjj and eejj). The general strategy is to rely on23

MC simulations for modeling the known SM processes and systematically examine the ll jj in-24

variant mass spectrum. We use eµ data and on Z-pole same favor dilepton channels as control25

samples to validate of DY+Jets and tt simulations, which are the two dominant SM processes.26
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Figure 2: Comparisons of the µµjj mass distributions among four independent analyses. Top)
the mass spectrum from Run 2011A is shown in the left subfigure and the one for Run 2011B
is shown on the right. Bottom) Differences among separate analyses are shown on the left
subfigure and right subfigure for Ru 2011A dataset and Run2011B dataset, respectively.

One thing worthy to point out is that many searches involved ll jj final states at CMS are opti-27

mized for a particular new physics (NP) model, and somehow these analyses (E.g. Ref [4, 5])28

have less sensitivities to the “excess” we are exploring here.29

This note is organized as follows. In Section 2, we listed the data samples and Monte Carlo (MC)30

simulations used to model dominant SM processes. The certified objects used in this analysis31

are described in Section 3. Several corrections are applied to MC simulations to improve the32

data/MC agreement and they are described in details in Section 4 and some validation plots33

are also shown. The analysis is described in Section 5. The systematic uncertainties considered34

are discussed in Section 6 and the results are shown in Section 7. The summary of this analysis35

and the final conclusion are in Section 8. Cross checks of the results are listed in Appendix.36

2 Data Sets37

The data used in this analysis are shown in Table 1. We use the double lepton datasets as38

primary datasets for this analysis, and the single lepton datasets are used to determine lepton39

efficiencies and cross checks.40

The good run/luminosity sections are selected based on,

Cert 190456-208686 8TeV 22Jan2013ReReco Collisions12 JSON.txt

The following event filters are applied,41
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• “noscraping”42

• “primaryVertexFilter”43

• “HBHENoiseFilter”44

and only events passing these filters are considered in the analysis. The global tag used to pro-45

cess data is “FT 53 V21 AN6::All”. The luminosity is calculated using the “pixelLumiCalc.py”46

in the “V04-02-10” RecoLuminosity package.

Table 1: Summary of data samples and corresponding luminosities. The double lepton primary
datasets are used as the default for this analysis.

Dataset Run Range Trigger Path Lumi.
(pb−1)

DoubleElectron
/DoubleElectron/Run2012A-22Jan2013-v1/AOD 190456-193621 HLT Ele17 * Ele8* 871.738
/DoubleElectron/Run2012B-22Jan2013-v1/AOD 193833-196531 HLT Ele17 * Ele8* 4401
/DoubleElectron/Run2012C-22Jan2013-v1/AOD 198022-203742 HLT Ele17 * Ele8* 7045
/DoubleElectron/Run2012D-22Jan2013-v1/AOD 203777-208686 HLT Ele17 * Ele8* 7366
Total 19683.738

MuEG
/MuEG/Run2012A-22Jan2013-v1/AOD 190456-193621 HLT Mu17 Ele8* 876.225
/MuEG/Run2012B-22Jan2013-v1/AOD 193833-196531 HLT Mu17 Ele8* 4408
/MuEG/Run2012C-22Jan2013-v1/AOD 198022-203742 HLT Mu17 Ele8* 7041
/MuEG/Run2012D-22Jan2013-v1/AOD 203777-208686 HLT Mu17 Ele8* 7344
Total 19669.225

DoubleMuon
/DoubleMu/Run2012A-22Jan2013-v1/AOD 190456-193621 HLT Mu17 Mu8* 876.225
/DoubleMuParked/Run2012B-22Jan2013-v1/AOD 193833-196531 HLT Mu17 Mu8* 4410
/DoubleMuParked/Run2012C-22Jan2013-v1/AOD 198022-203742 HLT Mu17 Mu8* 7013
/DoubleMuParked/Run2012D-22Jan2013-v1/AOD 203777-208686 HLT Mu17 Mu8* 7360
Total 19659.225

SingleElectron
/SingleElectron/Run2012A-22Jan2013-v1/AOD 190456-193621 HLT Ele27 WP80* 871.538
/SingleElectron/Run2012B-22Jan2013-v1/AOD 193833-196531 HLT Ele27 WP80* 4395
/SingleElectron/Run2012C-22Jan2013-v1/AOD 198022-203742 HLT Ele27 WP80* 7014
/SingleElectron/Run2012D-22Jan2013-v1/AOD 203777-208686 HLT Ele27 WP80* 7357
Total 19637.538

SingleMuon
/SingleMu/Run2012A-22Jan2013-v1/AOD 190456-193621 HLT IsoMu24 876.225

eta2p1*
/SingleMu/Run2012B-22Jan2013-v1/AOD 193833-196531 HLT IsoMu24* 4408
/SingleMu/Run2012C-22Jan2013-v1/AOD 198022-203742 HLT IsoMu24* 7041
/SingleMu/Run2012D-22Jan2013-v1/AOD 203777-208686 HLT IsoMu24* 7344
Total 19675

47

Table 2 shows the primary MC simulations used in this analysis. To simulate tt and single top
tW-production, the POWHEG [6] event generator is used along with CT10 PDF model [7]. The
DY+Jets and the di-boson (WW, WZ, ZZ) process are simulated using the MADGRAPH matrix-
element event generator [8] and the CTEQ6L1 PDF model [9] has been used.All MC simulations
are passed to PYTHIA (v.6.422) event generator [10] for shower simulation and modeling of
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underlying event (UE). The TuneZ2* UE model has been used. The τ decay is simulated using
the TAUOLA package [11] to take into account the τ polarization. The global tag used to process
MC simulations is “START53 V27::All”. Additional PYTHIA-based di-boson simulations and
MADGRAPH-based tt simulations are used as cross checks. We use normalization cross sections
listed in this twiki page,

https://twiki.cern.ch/twiki/bin/viewauth/CMS/StandardModelCrossSectionsat8TeV

and the PDG-averaged branching fractions are used for leptonic enriched samples.

Table 2: MC simulation and normalization cross sections used in this analysis. The normal-
ization cross sections have taken into account the branching fractions for leptonic enriched
samples using values from PDG [12]. Note that the DY+0Jets MC simulation is a subset of the
inclusive DY+Jets sample.
.

Type Num. of Events σ (pb) Luminosity ( f b−1)
tt̄ (POWHEG) 10783473 252.89 400.1
DY+Jets (Madgraph) 30435326 3531.89 8.6
DY+0Jets (Madgraph) 22016629 2554.81 8.6
DY+1Jets (Madgraph) 24045135 666.15 36.1
DY+2Jets (Madgraph) 21756105 216.70 100.4
DY+3Jets (Madgraph) 11003418 66.45 165.6
DY+4Jets (Madgraph) 6402800 27.78 230.5
WW(2l2ν) (Madgraph) 1933225 5.94 325.7
WZ(3lν) (Madgraph) 2017967 1.11 1825.5
WZ(2l2q) (Madgraph) 3200975 2.29 1398.9
ZZ(2l2q) (Madgraph) 1936724 0.69 2799.2
ZZ(4l) (Madgraph) 4777861 0.17 27554.0
tW-channel t (POWHEG) 497656 11.10 44.8
tW-channel t̄ (POWHEG) 493457 11.10 44.5

48

3 Physics Objects49

3.1 Electron50

The reconstructed electrons are from the “gsfElectron” electron collection. The cut-based elec-51

tron identification (ID) is used and we choose the “medium” working point as default ID crite-52

ria, which includes Particle-Flow (PF) based/pileup (PU)-corrected isolation and photon con-53

version rejection. We also explore other electron IDs for cross checks such as “loose” or “tight”54

working points for the cut-based electron ID, or the MVA electron ID.55

Only electrons meeting the following requirements are considered for further event candidate56

composition.57

• pT > 15 GeV and |η| < 2.458

• Cut-based “medium” working point59

The electrons are required to match to trigger objects if electrons are used to trigger an event.60

The matching is done by requiring the ∆R < 0.1 (∆R =
√

∆η2 + ∆φ2) between reconstructed61

electron and electron trigger object.62
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3.2 Muon63

The reconstructed muons are from the “muons” muon collection. The 2012 POG-recommended64

“tight” muon selection criteria has been used as default muon ID, and the relative track-base65

isolation (Isotrack) with Isotrack <0.1 is chosen as default working point, which is among the66

recommendations of muon POGs. Other isolation working point or PF-based isolation have67

been used for cross checks.68

Only the muons meeting the following requirements are further considered in the event candi-69

date composition.70

• pT > 15 GeV and |η| < 2.471

• “tight” muon with Isotrack <0.172

The muons are required to match to trigger objects if muons are used to trigger an event. The73

matching criteria is to require ∆R < 0.1.74

3.3 Jets75

The “ak5PFJets” jet collection is used as the default jet collection. We apply the “ak5PFL1Fast-76

L2L3” jet energy correction (JEC) and “ak5PFL1FastL2L3Residual” for MC simulation and77

data, respectively. As shown in Section 2 the corresponding global tags are “START53 V27::All”78

and “FT 53 V21 AN6::All” for simulation and data.79

We only use jets passing the following requirements.80

• pT > 25 GeV and |η| < 2.481

• “loose” jet ID and “medium” PU-jet ID82

The implementation and further discussion of pu jetID can be found in,

https://twiki.cern.ch/twiki/bin/view/CMS/PileupJetID,

https://hypernews.cern.ch/HyperNews/CMS/get/met/333/1.html.

B-tagging has been used in this analysis, and the combined secondary vertex (CSV) btagger is83

used to identify b-jets. The default working point is “medium” criteria, where the cut value on84

the CSV btagger output is >0.679 and the rate of tagging light jet as b-jet is about 1-2%. Other85

working points are explored to cross check the results.86

4 Corrections and Validations87

We correct MC simulations for possible data/MC differences due to PU, lepton efficiencies,88

and b-tagging efficiencies if applicable. Additional corrections such as normalizing LO MAD-89

GRAPH DY+Jets to NNLO precision, tuning on dilepton qT spectrum are implemented. Details90

of these corrections on MC simulations are described below.91

Throughout this note, we define 9 primary signal/control regions based on flavor combination92

and mass of the two leptons, as shown in Table 3. Among these 9 signal/control regions, the 493

same-flavor off Z-pole regions are treated as our signal regions to search for potential “excess”,94

and the same-flavor on Z-pole and the eµ channel are treated as control regions to validate MC95

simulations.96

In the following discussions, the “inclusive dilepton samples” are often used to derive and97

validate corrections. The dilepton primary datasets are used. The selections of the inclusive98
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Table 3: The definition of various signal/control regions in dilepton channels.

Lepton flavor 50 < mll < 70 GeV 70 < mll < 105 GeV 105 < mll GeV
ee ee below Z-pole ee on Z-pole ee above Z-pole
eµ eµ below Z-pole eµ on Z-pole eµ above Z-pole
µµ µµ below Z-pole µµ on Z-pole µµ above Z-pole

dilepton events are identical to the main event selection with the only additional requirement99

of being charge opposite.100

• Leading (1st) and next-to-leading (2nd) leptons pT > 20 GeV and > 15 GeV, |η| < 2.4101

• Opposite signed (OS)102

• Both leptons are trigger-matched: ∆R(l,HLT) < 0.1103

4.1 Pileup104

Figure 3: Number of reconstructed vertex for: Left) ee channel and Right) µµ channel with 70 <
mll < 105 GeV. All corrections discussed in Section 4 have been applied in MC simulations.
The MC simulations are normalized to data luminosity using cross section values in Table 2.

The MC simulations are produced with slightly different distribution of multiple interactions105

than what is expected in data. All MC simulations are reweighted to match to the expected PU106

distributions in data. We use the so-called 1-D pileup weighting. The expected PU distribu-107

tions in data are calculated with“–inputLumiJSON” file,108

109

/afs/cern.ch/cms/CAF/CMSCOMM/COMM DQM/certification/Collisions12/8TeV/PileU-110

p/pileup latest.txt111

112

The “–calcMode” is set to “true” and minbias cross section of 69.4 mb is used. Fig. 3 shows113

the number of reconstructed vertexes for inclusive same-flavor dilepton events on the Z-pole114

after PU weighting has been applied. The data are from “DoubleElectron” and “DoubleMuon”115

primary datasets. The reconstructed number of vertexes have good agreement between data116

and MC simulations after PU weighting.117
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4.2 Lepton Efficiencies118

We determine the lepton efficiencies in 9 pT bins

15, 20.0, 25.0, 30, 35.0, 40, 45.0, 70, 100, 1000.0

and 15 η bins

-2.4, -2.10, -1.85, -1.57, -1.44, -1.00, -0.60, -0.20, 0.20, 0.60, 1.00, 1.44, 1.57, 1.85, 2.10, 2.40

The binning is chosen to be identical between electron and muon. In addition we take into119

account the transition regions in both the electromagnetic calorimeter and the muon system.120

The total lepton efficiency ε can be broken down into offline efficiency (εo f f ) and trigger effi-
ciency (εtrg),

εe,µ = ε
e,µ
o f f · ε

e,µ
trg (1)

where ε
e,µ
o f f = εe

reco · εe
ID or ε

µ
sta · ε

µ
ID · ε

µ
iso for electron and muon, respectively. The εe

reco and121

εe
ID are electron reconstruction and ID efficiencies. The ε

µ
sta, ε

µ
ID, and ε

µ
iso are standalone muon122

reconstruction, muon ID, and muon isolation efficiencies. For double lepton trigger, ε
e,µ
trg is123

defined to be one-leg efficiency.124

All individual efficiencies are determined using the tag-and-probe (T&P) method with single125

lepton primary datasets and inclusive DY+Jets MC simulations. In each event, we only choose126

one T&P pair. For εe
reco and εe

ID, we use supercluster and “gsfElectron” as probes, respectively.127

For the ε
µ
sta, ε

µ
ID, and ε

µ
iso, we use “generalTracks”, “globalMuons”, and “globalMuons” passing128

“tight” ID as probes. The trigger efficiency is calculated using leptons passing ID/isolation as129

probes.130
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Figure 4: Scale factors for: Left) electron offline reconstruction (εe
o f f ), Right) one-leg trigger

efficiency for double electron trigger (εe
trg).

Fig. 4 and Fig. 5 show the data/MC scale factors determined using the T&P method for offline131

and trigger efficiency for electron and muon, respectively. All these scales and efficiency values132

are compared to the ones provided by e/gamma and muon POGs in common regions, and the133

agreement is at the level of 1-2%.134
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Figure 6: The dilepton invariant mass spectrum mll for events on the Z-pole. Left) ee chan-
nel and Right) µµ channel. All corrections discussed in Section 4 have been applied in MC
simulations. The MC simulations are normalized to data luminosity.
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Figure 7: The tailing lepton η distribution for events on the Z-pole. Left) ee channel and Right)
µµ channel. All corrections discussed in Section 4 have been applied in MC simulations. The
MC simulations are normalized to data luminosity.

Fig. 6 shows dilepton invariant mass spectrum mll for events on the Z-pole for both ee and135

µµ channels. The η distributions of the 2nd lepton is also shown in Fig. 7. In general good136

agreement between data and MC have been achieved. The data to total MC predictions are137

about 5.6% and 2.7% higher for ee and µµ channels, respectively.138

4.3 B-tagging139

When b-tagging is applied, we need correct for the data/MC differences in b-jet tagging effi-
ciency or c/light/gluon mistag rates. To do this, we define an event-based probability,P(nb; j1, j2, ..., jN),
which is the probability to observe nb b-tagged jets given a total of N jets in the event with a
tagging efficiency of εi (i=1, ..., N) for each jet

P(nb; j1, j2, ..., jN) = Πi=1...N(1− εi)

·(Σ(k1 6=k2 6=... 6=knb )
εk1

1−εk1
· εk2

1−εk2
· · ·

εk
nb

1−εk
nb
)

(2)

Following Eq. 2, for an event with 0 observed b-tagged jet, the above equation is simply as
follows

P(nb = 0; j1, j2, ..., jN) = Πi=1...N(1− εi) (3)

To correct for data/MC differences in b-jet tagging efficiency or c or light/gluon mistag rates,
we first calculate the PMC(nb; j1, j2, ..., jN) using the MC truth b-jet tagging efficiency or c or
light/gluon mistag rates. Then for each jet we correct the MC efficiency or mis-tag rates to
what expected in data, using the scale factors provided by the Btagging POG [13]. We then
use the corrected efficiency and mistag rates to calculate the PData(nb; j1, j2, ..., jN). The scale
factor defined below can be used to weight every MC event to match the expected b-tagger
performance in data. This whole procedure is applied to MC simulations only.

kb = PData(nb;j1,j2,...,jN)
PMC(nb;j1,j2,...,jN)

(4)
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Fig 8 shows the MC truth b-jet tagging efficiency and c or gluon/light mistag rate for the CSV
“medium” btagger. All these values are determined using the tt MC simulation in 11 pT bins

20, 25, 30, 35, 50, 75, 100, 120, 150, 200, 300, 800

and 6 |η| bins
0, 0.4, 0.8, 1.2, 1.6, 2.0, 2.4

These values determined from MC simulations are combined with the scale factors for b-jet140

tagging efficiency or c or light/gluon mistag rates, which is also shown in Fig 8, to determine141

the scale factors to be applied in MC simulations.142
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4.4 Additional MC Tuning143

4.4.1 The k-factor for DY+Jets Simulation144
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Figure 9: The mass-dependent k-factors ki to be applied to DY+Jets MC simulation. This correc-
tion is applied based on the generator level Z/γ∗ invariant mass, before the photon final-state
radiation (FSR).

For the DY+Jets MC simulation, the cross sections predicted by MADGRAPH generator is of
leading-order (LO) precision. We normalize the MADGRAPH DY+Jets total cross section to the
one predicted by FEWZ 3.1 [14] at the next-to-next-to-leading order (NNLO) of αS, 1177.3+5.9

−3.6(theory)±
38.8(PDF) pb. The DY line shape has been measured by CMS to very hihg precision [15] and
in good agreement with predictions by FEWZ3.1. To have additional improvement of the mod-
eling of the DY line-shape we calculate mass-dependent k-factors ki as below

ki =

1

σ
f ewz
tot
·σ f ewz(mi)

1

σ
madgraph
tot

·σmadgraph(mi)
(5)

where σmi and σtot are the cross section in the Z/γ∗ mass bin mi and total cross section with145

mZ/γ∗ > 50 GeV, respectively. The obtained k-factors are shown in Fig. 9. In general, the146

MADGRAPH MC simulation predicts a slightly narrower line shape around the Z-pole. Off the147

Z-pole, the k-factors are above unity. This correction is applied based on the generator level148

Z/γ∗ invariant mass, before the photon final-state radiation (FSR).149

4.4.2 The Modeling of DY dilepton qT Spectrum150

The qT spectrum of the Z boson has been measured by CMS with very high precision, and the151

comparison to the DY+Jets madgraph sample shows discrepancy [16]. Fig. 10 shows the qT152

spectrum of the inclusive µµ on Z-pole events. The tt background is subtracted using eµ events153
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Figure 10: The qT spectrum of the µµ on Z-pole events. Left) data is compared to MC simu-
lations, Right) background (all except DY+Jets) subtracted data compared to the DY+Jets MC
simulation. The tt background is subtracted using eµ events in the same mll mass region, after
correcting for the electron and muon efficiency differences. All other corrections except the
dilepton qT correction have been applied in MC simulations. The MC simulations are normal-
ized to data luminosity.

in the same mll mass region, after correcting for the electron and muon efficiency differences.154

The jet fake is determined using same sign (SS) µµ events and the contribution is negligible. The155

MADGRAPH MC simulation tends to produce slightly harder qT spectrum than what is observed156

in data. The difference derived from Fig. 10 is consistent to what has been measured [16]. This157

difference is used to correct for the DY+Jets MC simulation to improve the agreement of the158

lepton pT spectrum. This correction is applied based on the reconstructed dilepton qT values.159

4.4.3 The Modeling of tt dilepton qT Spectrum160

The qT of the reconstructed tt system tends to be softer in data than several MC simulations [17].161

Instead of using the reconstructed tt system to explore this potential mismodeling, we use the162

qT of the dilepton system. Fig. 11 shows the qT spectrum of the inclusive eµ events above163

Z-pole. The “Mu-Electron” primary dataset is used. Similarly, the POWHEG MC simulations164

shows harder qT spectrum than what is observed in the data, and we correct POWHEG tt MC165

simulation for this difference. This is applied to tt MC simulation based on the reconstructed166

dilepton qT.167

4.5 Validation plots168

Fig. 12 shows the inclusive dilepton invariant mass and qT spectrum after applying all the169

corrections. The whole invariant mass spectrum are in good agreement between data and170

MC simulations. The ee qT spectrum is not used to derived correction factors for DY+Jets MC171

simulation. However, the corrections derived using µµ events only are applied to ee events and172

good improvement for qT spectrum in ee channel has been achieved.173
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Figure 11: The qT spectrum of the eµ events above Z-pole. Left) data is compared to MC sim-
ulations, Right) background (all except tt) subtracted data compared to the tt MC simulation.
The background subtraction is based on MC simulations. All other corrections except dilepton
qT weighting for tt MC simulation have been applied. The MC simulations are normalized to
data luminosity.

5 The Analysis Method174

5.1 Event Selection175

We select ll jj events using criteria described in Table 4. We only use certified objects as de-176

scribed in Section 3. For each event, we only consider all leptons and jets which pass the lepton177

ID and jet ID criteria and stay with the pT-η acceptance for further event composition. After ID178

selections, all objects in each category such as electrons, muons, or jets are sorted according to179

the pT. The leading two leptons and leading two jets are used to reconstruct ll jj final state. We180

require the presence of the third jet in the sample, however, this 3rd jet is not included in calcu-181

lating any 4-body observables. For jets passing ID criteria and pT > 25 GeV, |η| < 2.4 we count182

the number of jets (nb) which pass the CSV “medium” working point. These events (“inclusive183

3 jet/0 b-jet” sample) compose our primary data sample.184

The “inclusive 3 jet/0 b-jet” data sample are finally divided into 9 regions as described in Ta-185

ble 3 based on lepton flavor composition and invariant mass (mll). The main result presented186

in this analysis note is based on this primary data sample. Additional control regions are also187

defined based on the number of the jets and b-jets, and these control regions are also examined.188

Studies of them will be included in an updated version this note.189

5.2 The mlljj Mass Spectrum190

Summary of mll jj mass spectrum in the 9 primary regions are shown in Fig. 13. All MC simu-191

lations are normalized using the cross sections shown in Table 2. The corrections to MC sim-192

ulations discussed in Section 4 have been applied for MC simulations only. In general, below193

Z-pole the DY MC simulation predicts slightly lower yields than in data. This is partly due194

to the fact that a invariant mass cut on mZ/γ∗ > 50 GeV has been applied in the DY+Jets MC195

simulation. One thing worthy to point out the binning used in mll jj mass spectrum is 30 bins196

for a mass range of [50, 1850] GeV, which has been fixed since the 2011 analysis.197
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Figure 12: The inclusive dilepton invariant mass and qT spectrum for Top) ee, Middle) eµ,
and Bottom) µµ channels. All corrections discussed in Section 4 have been applied in MC
simulations. The MC simulations are normalized to data luminosity using cross sections.
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Description ee eµ µµ

Leptons

cut-based “medium” gsfElectron, “tight” muon with Isotrack < 0.1
pT > 15 GeV, |η| < 2.4

leading pe
T > 20 GeV pµ

T > 20 GeV leading pµ
T > 20 GeV

tailing pe
T > 15 GeV pe

T > 15 GeV tailing pµ
T > 15 GeV

electrons ∆Re,HLT < 0.1 ∆Re/µ,HLT < 0.1 muons ∆Rµ,HLT < 0.1

Jets

pT > 25 GeV, |η| < 2.4
“loose” jet ID/”medium” PU jetID/∆Rl,j > 0.5 (to both leptons)
1st pT > 135 GeV
2nd pT > 30 GeV
3rd pT > 25 GeV

Number of b-jets (nb) nb = 0

mll

below Z-pole: 50 < mll < 70 GeV
on Z-pole: 70 < mll < 105 GeV
above Z-pole: 105 < mll GeV

Table 4: ll + jj candidate selection criteria. The ∆Rl,j is the distance between the lepton and the
selected jet.

In Fig. 13, across these 9 mass spectrum, in the µµ above Z-pole mass spectrum it appears to198

have a very distinguished Gaussian-like “excess” around 1 TeV, comparing to MC simulations.199

The “excess” is across 3-4 adjacent bins. The bin width is 60 GeV in all these figures. In the200

above Z-pole ee and eµ channels, no indication of similar “excess” in the same mass regions. In201

the below Z-pole regions, the statistics is rather poor. In the following sections, we will perform202

statistical tests on these 9 distributions to quantify any local “excess”. To avoid the turn-over203

region around 400-500 GeV, we restrict our tests to the mass range above 650 GeV. Fig. 14204

shows the mll jj mass spectrum in µµ above Z-pole region, the same as the one in Fig. 13 with205

events in mll jj > 650 GeV.206

5.3 Evaluation of Significance207

In this section, we will try to evaluate the significance of the “excess” in all 9 regions, including208

µµ above Z-pole channel. After all the event selections have been applied, the normalization of209

the MC simulations, which is based on the cross sections, tends to be slightly off, e.g. in Fig. 14210

the MC simulations tends to over-estimate expected yields in data. We need rescale the MC211

normalizations.212

For the two major SM processes: DY+Jets and tt backgrounds, we assume that there is no “ex-213

cess” presented in data and take the following two steps to determine additional normalization214

factors215

1. In each of the three eµ channel (above Z-pole, on Z-pole, and below Z-pole), we sub-216

tracted off the DY+Jets, single top and diboson background in data, the background sub-217

tracted data is compared to tt MC simulation to determine the corresponding normaliza-218

tion factor for tt MC simulation.219

2. After applying the tt normalization factor derived from first step, in the ee and µµ chan-220

nels, we subtract off the tt, single top and diboson background in data. The background221

subtracted data is compared to DY+Jets MC simulation to determine the normalization222

factor for DY+Jets background in each region.223

After rescaling the major backgrounds, we scan the mass spectrum in the range of [700, 1440] GeV224
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Figure 13: Summary of mll jj mass spectrum in 9 primary regions. Top) ee, Middle) eµ, Bot-
tom) µµ. In each row, Left) below Z-pole, Middle) on Z-pole, Right) above Z-pole. The MC
simulations are normalized to the data luminosity using cross section values in Table 2.

with a sliding mass window. In each mass window, we use MC simulations to estimate the225

known SM backgrounds, and a counting experiment is used to evaluate the probability of ob-226

serve an “excess” in data. This is done using the CMS Higgs combination package [18]. We227

use the “ProfileLiklihood” method to evaluate the local p-value and significance. The details of228

deriving the background normalization and performing the statistic tests are discussed in the229

following sections.230

5.3.1 Normalization of the tt Background231

The additional normalization factor for tt MC simulation is determined as follows using eµ232

primary dataset.233

1. Fig. 15 shows the mll jj distributions in mass range of [650, 1850] for eµ channels above234

Z-pole, on Z-pole, and below Z-pole. The DY+Jets, single top and diboson background235
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Figure 14: The mll jj mass spectrum in µµ above Z-pole region with mll jj > 650 GeV. The MC
simulations are normalized to the data luminosity using cross section values in Table 2.

are estimated based on MC simulations and are subtracted from the data, the background236

subtracted data is compared to tt MC simulation and the bin-to-bin ratios are shown. To237

remove the empty bins, we rebin the histogram by 2 iteratively until there is no empty238

bins in the raw data distributions. The additional scale factors for tt MC simulation are239

derived by fitting the ratio plot with a constant using a chisquare method, which is shown240

in Fig. 15. The fitted constants and statistical errors are summarized in Table 5. These are241

the additional scale factors to be applied for tt MC simulations in eµ channels.242

2. In this step, we derive the scale factors for tt MC simulations in both ee and µµ channels.243

Mainly due to different pT dependence of lepton efficiencies in low pT regions, the accep-244

tance for tt events are slightly different in ee and µµ channels than in eµ channels. This245

can bring slightly difference for the data/MC scale factors. We repeat the same procedure246

using same eµ channel data and MC simulations as the first step. However, additional247

two corrections are applied before performing the background subtractions and fitting248

for the scale factors. We use the ee channel to illustrate the procedure.249

• For each event in eµ MC simulation, we treat the muon as an electron and250

apply the the efficiency scale factors between the electron data efficiency and251

muon MC efficiency on the MC sample. For eµ data, we treat the muon as252

an electron and apply the efficiency scale factor between the electron data ef-253

ficiency and muon data efficiency. After doing so, we treat the eµ tt events as254

µµ tt events.255

To derive the scale factors in µµ channel, we simply treat the electron as muon256

and apply corresponding scale factors.257

• We correct for the acceptance difference due to the muon pT > 20 GeV and258
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electron pT > 15 GeV selections in eµ events. Due to this particular eµ pT259

combination, events with muon pT below 20 but above 15 GeV, and electron260

pT above 20 GeV are not kept in the selected eµ sample. This is done by simply261

applying a weight factor of 2 for events with electron pT within [15, 20] GeV.262

This is done for both eµ channel data and MC simulations.263

After above two additional corrections, we subtract single top, diboson, and DY+Jets264

background in data and fit the ratios between data/tt MC to derive the scale factors. The265

obtained scale factors are also summarized in Table 5.266

During above procedure, for MC simulations in eµ channels we do not apply the trigger match-267

ing. Trigger efficiencies for electron and muon are applied to MC simulation and this is equiv-268

alent to apply the trigger match and applying data/MC scale factors for triggers.

Lepton flavor below Z-pole on Z-pole above Z-pole
ee 0.817± 0.256 1.18± 0.168 0.935± 0.0777
eµ 0.916± 0.263 1.18± 0.167 0.947± 0.0778
µµ 0.964± 0.277 1.16± 0.167 0.958± 0.0788

Table 5: Scale factors to be used to rescale tt MC simulation in each of the 9 signal/control
regions.

269

Fig 16 shows comparisons of the tt mll jj spectrum in MC simulations between ee/µµ channels270

and the ones obtained using eµ channel after applying above two corrections. All tt MC sim-271

ulations are normalized to data luminosity. The ratios between the ee/µµ mass spectrum to272

the one in eµ channels are very close 0.5. The luminosity in these three double lepton datasets273

are almost same. This illustrates that after applying above two corrections the acceptance in eµ274

channel tt events is well matched to the one in ee/µµ channels.275

5.3.2 Normalization of DY+Jets Background276

For the ee/µµ channels, where DY+Jets background dominates, we determine additional nor-277

malization factors. The procedure is pretty much similar as what has been done to derive the278

scale factors for tt backgrounds. We first subtracted off the single top, diboson, and tt back-279

ground from data. Here the tt scale factors from Table 5 have been applied. The background280

subtracted data is compared to DY+Jets MC simulation and the data/MC scale factors are de-281

rived by fitted to the ratio distributions. Fig. 17 shows the results and the scale factors for282

DY+Jets in ee/µµ are summarized in Table 6.

Lepton flavor below Z-pole on Z-pole above Z-pole
ee 1.15± 0.129 1.06± 0.018 1.09± 0.0808
eµ - - -
µµ 1.24± 0.105 1.03± 0.0155 0.813± 0.0656

Table 6: Scale factors to be used to rescale DY MC simulation in ee and µµ channels.
283
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Figure 15: The mll jj mass spectrum in eµ channels for Top) below Z-pole, Middle) on Z-pole,
Bottom) above Z-pole. For the stacked plots on the left, the data is normalized to data lumi-
nosity using cross sections. On the right, ratios between the background subtracted data over
tt MC simulation are fitted with a constant (see text for more discussions).
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Figure 16: The mll jj mass spectrum in tt MC simulations for Top) below Z-pole, Middle) on
Z-pole, Bottom) above Z-pole. The left ones are for ee channel, and the right ones are for
µµ channels. The ee/µµ channels are compared to the one in eµ channels after correcting for
electron/muon efficiency difference and acceptance. (see text for more discussions).
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Figure 17: The mll jj distributions and background subtracted data compared to DY+Jets MC
simulation for ee/µµ channels. The top two rows are for ee and the bottom two rows are for
µµ channels. From left to right are for below Z-pole, on Z-pole, and above Z-pole. The tt
normalization has been rescaled using scale factors from Table 5.
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5.3.3 The Statistical Method284
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Figure 18: Summary of mll jj mass spectrum in 9 primary regions. Top) ee, Middle) eµ, Bot-
tom) µµ. In each row, Left) below Z-pole, Middle) on Z-pole, Right) above Z-pole. The tt and
DY+Jets MC simulations have been rescaled using scale factors in Table 5 and Table 6.

Fig. 18 shows the mll jj spectrum for ee and µµ channels after applying scale factors for tt and285

DY+Jets MC simulations shown in Table 5 Table 6. A closer side-by-side comparison between286

ee and µµ above Z-pole samples is shown in Fig 19.287

We scan all 9 mass spectrum with a sliding mass window for any local deviation(“excess”)288

and determine the probability of any “excess” due to fluctuation of SM background. This is289

done using the CMS Higgs combination package [18] and a simple counting experiment is290

performed. The known SM background contributions are based on MC simulations. We use291

the “ProfileLikelihood” method in our statistic tests.292

The width of the sliding mass window could be tricky given that we do not have a particular293

signal model. The right-handed W is less likely to be a potential explanation of the “excess”294

in µµ channel. However, the right-handed W can decay into the same final state as we are295
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Figure 19: Summary of mll jj mass spectrum for Left) ee and Right) µµ above Z-pole data sam-
ples. The tt and DY+Jets MC simulations have been rescaled using scale factors in Table 5 and
Table 6.

exploring. The intrinsic width of the right-handed W is rather small, at the order of 10-20 GeV296

assuming the mass of right-handed W is about 1 TeV. Due to these two reasons, it could be an297

ideal candidate to provide some insights to what kind of detector resolution we would expect298

if the “excess” were due to the decay of a heavy object.299

We perform the toy MC studies by using a parametrized background shape to generate back-300

ground events and inject “signal” events using the MC simulation of a right-handed W mass of301

1000 GeV and the heavy neutrino mass of 500 GeV. The details are discussed in Appendix A.2.302

In each toy, we fit the dataset with same background shape with a Gaussian as signal. The303

fitted relative Gaussian width is plotted against the fitted Gaussian width as shown in Fig. 20304

for both a floating background shape and a fixed background shape. The fits with a floating305

background shape show largely bias in estimating the signal yield and the Gaussian peak due306

to radiation tails in right handed W signal shape and rather low statistics encountered in our307

case. By fixing the background shape to what is used to generate the background events, the308

pull of signal yield is much more improved. The fitted relative Gaussian widthes in both cases309

are about 10%. We simply take a 10% sliding mass window ([0.9m, 1.1m]) for our statistic tests.310

6 Systematic Uncertainties311

The following systematic uncertainties are considered at this moment. The dominant ones are312

due to the normalization of DY+Jets and tt backgrounds. This section is expected to be refined313

in further studies.314

6.1 Luminosity315

The single top and diboson backgrounds are normalized to data luminosity using the produc-316

tion cross sections in Table 2. We assign 2.6% uncertainty for the estimated single top and317

diboson background. These are completely correlated between single top and diboson back-318

ground.319
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Figure 20: The fitted relative Gaussian width is plotted against the fitted Gaussian width for
Left) floating background shape, Right) fixed background shape.

6.2 Pile up320

work in progress321

6.3 Production Cross Sections for Single Top and Diboson322

Additionally, we assign 6.9% uncertainty on the production cross section of single top, which323

includes PDF uncertainty and scale uncertainties. For the diboson, we assign a correlated 20%324

uncertainty in each of WW, WZ, ZZ production cross section. This is the difference between325

the CMS measurement of WW production and the theoretical predictions at the NNLO.326

6.4 Production Cross Section for Drell-Yan327

For eµ channel, the DY+Jets background are normalized using inclusive DY+Jets production328

cross section. We take a total of 3.3% uncertainty on the cross section, which takes into account329

the PDF uncertainty and scale variations.330

6.5 The tt Normalization331

We take the statistical uncertainties of the scale factors for the tt background in each region as332

systematic uncertainty. These are shown in Table 5. These uncertainties includes both statistical333

uncertainties in data and MC simulations. This is the second largest systematic uncertainty.334

6.6 The DY+Jets Normalization335

For ee and µµ channels, we take the statistical uncertainties of the scale factors for the DY+Jets336

background in each region as systematic uncertainty. These are shown in Table 5. These uncer-337

tainties includes both statistical uncertainties in data and MC simulations. This is the dominant338

systematic uncertainty.339



25

7 Final Results340

7.1 Final Results341

Fig. 21 shows the local p-value and the corresponding significance as a function of the center342

of the sliding mass window for the eµ channels. The systematic uncertainties discussed in pre-343

vious section have been included. Across the whole mass range, no significant local “excess”344

is observed in each of three dilepton mass regions.
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Figure 21: Left) the local p-value and Right) the local significance as a function of the center of
the sliding mass window for the eµ different dilepton mass regions.

345

Fig. 21 shows the local p-value and the corresponding significance as a function of the center346

of the sliding mass window for the ee and µµchannels. For each channel, the mass spectrum347

in three different dilepton mass regions are shown. The systematic uncertainties discussed in348

previous section have been included. In the ee channels, there is no significant local “excess”349

observed in all three different regions. However, in the µµ above Z-pole region, we observe350

an excess around 1 TeV mass with a local significance of 3.8 σ after considering systematic351

uncertainties. Without considering systematical uncertainties, the local significance is 4.1 σ.352

Below the Z-pole, slight excess is also observed in the similar mll jj region, with maximum local353

significance of 1.6 σ. The local significance at mass point of 1090 GeV, which is the place354

that we observe the maximum local significance for above Z-pole sample, is about 1.3σ with355

systematical uncertainty.356

7.2 Background-subtracted Results357

To examine closely the “excess” events, we subtract the expected SM backgrounds and compare358

kinematics distributions of the “excess” events with the SM background events. We choose the359

events in the mass window [981, 1199] GeV, where the scan of the sliding mass window gives360

the maximum statistical significance. This is the so-called “signal” region. We also choose361

a lower mass window [750, 870] GeV, where no “excess” of data over SM MC simulations is362

evident, to test how well the SM MC simulations simulate the kinematic distributions of known363

SM processes. This is our “lower sideband”. The convention we take here is that leptons and364

jets are sorted in pT and labeled as l1, l2 and j1, j2, j3, j4, respectively.365
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Figure 22: Left) the local p-value and Right) the local significance as a function of the center
of the sliding mass window for the ee/µµ channels in different dilepton mass regions. The ee
channel is shown on the top and the µµ channel is shown in the bottom.

Fig. 23 shows 3-body invariant mass distributions ml1l2j2 for “lower sideband” and “signal”366

region. The MC tt and DY+Jets contributions have been renormalized according to scale factors367

in Table 5 and Table 6. In the “lower sideband”, the SM MC simulations can describe the368

kinematics of data reasonablely well.369

Fig. 24 shows the background subtracted distribution for the events in “signal” region. The370

kinematic cuts for leading and 2nd muon are 20 and 15 GeV, respectively. The pT cut on the371

2nd jet is 30 GeV. From the “lower sideband”, the MC can reliably predict the kinematic edge372

of the SM DY+Jets and tt events. However, for the “excess” events in signal region, the 3-body373

invariant mass tends to have a kinematic edge a couple of hundred GeV higher than what374

SM MC simulations predicts. Many other background subtracted distributions are shown in375

Appendix E.376
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Figure 23: The 3-body invariant mass distributions ml1l2j2 for Left) “lower sideband” and Right)
“signal” region. The MC tt and DY+Jets contributions have been renormalized according to
scale factors in Table 5 and Table 6.

8 Summary and Conclusion377

Motivated by a potential “excess” spotted in 2011 CMS data we have systematically examined378

the ll + jj mass spectrum using 2012 CMS data. This involves analyzing of 9 different mass379

regions defined by electron and muon flavor combination and mass range: above Z-pole, on380

Z-pole, and below Z-pole. After preliminary event selections, we scan the mll jj mass spectrum381

from [700, 1440] GeV with a 10% ([0.9m, 1.1m]) sliding mass window, using MC simulations382

to estimate known SM backgrounds. No significant local “excess” above SM expectation has383

been observed in all mass regions in ee and eµ channels. In µµ above Z-pole region, we observe384

an excess around 1 TeV mass with a local significance of 3.7 σ after considering systematic385

uncertainties. Without considering systematical uncertainties, the local significance is 4.1 σ.386

Below the Z-pole, slight excess is also observed in the similar mll jj region, with maximum local387

significance of 1.6 σ after considering systematic uncertainties. The local significance at mass388

point of 1090 GeV, which is the place that we observe the maximum local significance for above389

Z-pole sample, is about 1.3σ after considering systematical uncertainty.390

In summary, we have found evidence of an “excess” over the expected SM production in mll jj391

mass spectrum at around 1 TeV. The local significance in one of our search regions is about 3.7σ392

after considering systematic uncertainties. The significance of this “excess” is about 4.1σ with393

statistical uncertainties only. Similar “excess” is not presented in the same kinematic regions394

of ee or eµ channels. Additional cross checks and re-analyzing of the 2011 data is still ongoing395

and will be included shortly.396
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Figure 24: The background subtracted 3-body invariant mass distributions ml1l2j2 for “excess”
events in the “signal” region.

A Cross check of ll + jj mass peak between 2011 and 2012 datasets397

A.1 Comparison of fitted mass peak398

Fig. 25 shows fits to the same range of mass spectrum ([350, 1850] GeV) using same signal
and background functions for 2011A, 2011B, and 2012 datasets. The functions used here are a
Gaussian signal function and a background function defined to be

f (x) = (1− m√
s
)a · ( m√

s
)
−b−cln( m√

s ) (6)

where s is the center-of-mass energy of pp collisions and a, b, c are free parameters determined399

by the data itself. This is the background function used in CDF/CMS dijet searches. The400

Gaussian signal shape for fit to Run2011B dataset, including both mean and width, has been401

fixed to the one obtained from the fit to Run2011A dataset. This is due to the fact that it is402

not possible to fit for a Gaussian signal with both floating mean and width by Run2011B data403

alone. Same fit has been performed to the mass spectrum obtained using the first 1.1 fb−1
404

luminosity of 2011A, where we have first spotted a possible “excess”. This is shown in Fig. 26.405

The selection used in making this mass spectrum is different from others as the selection was406

intended to study other physics processes.407

The fitted mass peaks in different datasets are summarized in Fig. 27. Note that the 1.1 fb−1 of
2011A data has been included in the full 2011A dataset. The fitted mass peak shows a difference
of 42 GeV between 2011A and 2012 datasets, where a clear peak can be identified. Given the
two datasets are independent, the total error on the mass difference is 32.8 GeV

∆m = 42.0± 32.8 GeV (7)

408
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Figure 25: Signal + background fits to the mass spectrum in [350, 1850] GeV using same func-
tions for 2011A, 2011B, and 2012 datasets. Note that different selections have been applied
between 2011 and 2012 analyses, details of these difference are discussed in this analysis note
and Ref [1, 3]. The fits to 2011A and 2011B are the ones from the cross check note [3]. The
Gaussian signal shape for fit to Run2011B dataset, including both mean and width, has been
fixed to the one obtained from the fit to Run2011A dataset.
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A.2 Toy MC study with the fitting technique409

This analysis is not targeted for any specific signal model. For 2011 analysis, we have relied410

on a fitting method to extract the yield of “excess” events. The background is parametrized411

by an empirical function defined in Eq. 6. Given the lack of a signal model, we simply treat412

the “excess” as a Gaussian and let the data determine the mean and width. One potential413

drawback to this simplified signal model is that non-Gaussian tails are presented for a high414

mass resonance with jets in the final state. In addition, the sample size of selected events are415

small, and the tail of background distribution might not be well constrained by the data itself.416

We perform toy MC studies to understand potential bias in this fitting method. For this pur-417

pose, we take the right-handed W signal MC simulation as illustration as it decays into the418

same final state, however this is not our signal model. We take the MC simulation with right-419

handed W mass of 1000 GeV, and the heavy neutrino mass of 500 GeV. Same selection as 2011420

analysis has been applied to this MC simulation, then events are randomly chosen from this421

MC sample for each toy. The background events are generated using the fitted function from422

the fit to Run2011A dataset. For each toy, both number of background events (Nbkg) and num-423

ber of right-handed W signal events (Nsig) are sampled from Poisson distribution with mean424

of 1920 and 160, respectively. These are chosen to be roughly 4 times of the fitted “signal” and425

“background” events for 2011A so that most of toys can converge into a good fitted result. A426

total of 500 toys have been generated, and the fitted results are summarized in Fig. 28. The427

pull of the fitted signal yields shows that this fitting method has large bias for the yield and428

could potentially under-estimate the uncertainty of fitted signal yield. This is largely due to429

the strong correlation between the fitted signal and background yields, which is also shown in430

Fig. 28. The fitted Gaussian mean tends to have relatively large spread, which also correlated431

with the fitted width.432

B PU-dependence of W mass peak in MC simulation and tt data433

We systematically validate the JEC in different run periods, different detector η regions, and its434

residual dependence to PU using MC simulations and tt data.435

Fig. 29 shows the reconstructed W mass using two leading jets in the WZ diboson MC simula-436

tion, which is generated with PYTHIA event generator. The events are selected using437

• Leading and next-to-leading muon pT > 20 GeV and > 15 GeV, |η| < 2.4438

• Muon charges are oppositely signed439

• 60 < mµµ < 120 GeV440

• njets ≥ 2 with jet pT > 30 GeV, |η| < 2.4441

• Reconstructed dijet invariant mass, 60 < mjj < 120 GeV442

With the selected MC events, we calculate the mean of mjj/mPDG
W − 1 as a function of number443

of vertexes in the event, which is shown in Fig. 29. The mean has a residual dependence on444

the number of vertexes. The two distributions are fitted with a straight line, and the slope is445

0.0036± 0.00038 and 0.0015± 0.00019 for 7 TeV and 8 TeV MC simulations, respectively. As a446

reference, the pileup distributions in 2011A, 2011B, and 2012 are shown. The mean PUs are 6.2,447

11.1, 19.9 for 2011A, 2011B, and 2012 datasets, respectively.448

We also check the PU-dependence of reconstructed W mass in tt MC simulation and data. The449

selection of “muon+≥4 jets” sample and reconstruction the W mass peak is as below450
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Figure 28: Top-left) fitted signal events, Top-right) pull distribution, Middle-left) fitted mean
of Gaussian, Middle-right) fitted width of Gaussian, Bottom-left) fitted signal and background
events, Bottom-right) the fitted mean and relative width.
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Figure 29: Mean of mjj/mPDG
W − 1 as a function of number of vertexes in the event. The two

distributions are fitted with a straight line and the slope is 0.0036± 0.00038 (Red) and 0.0015±
0.00019 (Black) for 7 TeV and 8 TeV MC simulations, respectively. As a reference, the pileup
distributions in 2011A, 2011B, and 2012 are shown. The mean PUs are 6.2, 11.1, 19.9 for 2011A,
2011B, and 2012, respectively.
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• Leading muon pT > 25 GeV, |η| < 2.4 passing “tight” muon ID and Isotrack < 0.1451

• Leading muon is trigger matched to HLT IsoMu24* with ∆R(µ, HLT) < 0.1452

• No additional “medium” cut-based electron or “tight” isolated muon with pT >453

15 GeV, |η| < 2.4454

• Only jets passing “loose” jetID and “medium” PU jetID with ∆R(µ, jet) > 0.5 are455

considered456

• At least 2 CSV “medium” b-tagged jets with pT > 25 GeV, |η| < 2.4457

• At least 2 light jets failed CSV “medium” working point with pT > 25 GeV, |η| < 2.4458

The two leading light jets are used to reconstruct the W mass peak as shown in Fig. 30. Cor-459

rections due to PU, lepton efficiencies and b-tagging scale factors have been applied to MC460

simulations only. MC simulations are normalized to data luminosity using cross section values461

in Table 2.462

In the data sample, it contains over 90% of tt events. Other SM processes such W+Jets, DY+Jets,463

Diboson, and single top production are rather small. However, even in tt events, the leading464

two light jets are not always originating from W hadronic decays. In the MC simulation, we465

define this type of tt events, where at least one of the light jet is not from the W decay, to be466

“combinatorial” tt events. The way we determine the W mass peak is as follows

Figure 30: Left) Reconstructed W mass peak in selected “muon+≥2 b-tagged jets + ≥2
light jets” sample. The data used is the SingleMu primary dataset. MC simulations
are normalized to data luminosity using production cross sections. Right) Background
(DY+Jets/W+Jets/Diboson/Single top) subtracted W mass peak. The green histogram shows
the estimated “combinatorial” tt background. Only the events with number of vertexes [11, 13)
are included. See text for more discussions.

467

• First, we subtract all non-tt contributions using MC simulations from the data. Cor-468

rections due to PU weighting, lepton efficiencies, b-tagging scale factors, have been469

applied on MC simulations.470

• We then determine the “combinatorial” tt contribution in data. We take the “com-471

binatorial” tt contribution from MC simulation after applying all corrections and472

normalized using cross section. We fit the background subtracted W mass distri-473
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bution with a Gaussian and the “combinatorial” tt contribution. A scale factor to474

the “combinatorial” tt contribution can be determined (“fitted”). We also determine475

another scale factor for the “combinatorial” tt contribution by normalizing the MC476

prediction to expected yields in a sideband 125 < mjj < 155 GeV (“sideband”). This477

two scale factors have to be consistent, otherwise the scale factor from sideband nor-478

malization is used. Fig. 30 shows the background subtracted W mass distribution,479

where the scaled “combinatorial” tt contribution is shown.480

• We further subtract the “combinatorial” tt events from data and the resulting W481

mass distribution is fitted with a single Gaussian to determine the W mass peak and482

width.483

• The tt MC simulation is treated as “pseudo-data”, and above procedure has been484

repeated to determine the W mass peak and width in MC simulation.485

We divide data and MC simulation into 8 subsets in bins of number of vertexes, [0, 7, 9, 11, 13,486

15, 17, 21, 35] and Fig. 31 shows the W mass peak in selected “muon+≥2 b-tagged jets +≥2 light487

jets” sample for both data and MC simulation. The data used is the SingleMu primary dataset.488

All other background, including “combinatorial” tt contribution, have been subtracted. Only489

the events with number of vertexes [11, 13) are included. The fitted W mass peak in data and490

MC simulation as a function of number of vertexes is also shown.

Figure 31: Left) W mass peak in selected “muon+≥2 b-tagged jets + ≥2 light jets” sample
for both data and MC simulation. The data used is the SingleMu primary dataset. All other
background, including “combinatorial” tt contribution, have been subtracted. Only the events
with number of vertexes [11, 13) are included. Right) The fitted W mass peak in data and MC
simulation as a function of number of vertexes.

491

C Yields between 2011 and 2012 datasets492

work in progress493
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D Other cross checks - 2012 analysis494

D.1 Evolving of mlljj mass spectrum in runs495

Fig. 32 shows the evolving of mll jj mass spectrum in Run2012AB, Run2012ABC, and Run2012ABCD496

datasets. The cumulative distributions are shown here. All mll jj mass spectra show similar dis-497

tributions with “excess” around 1 TeV. With more statistics, the “excess” persists.
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Figure 32: Evolving of mll jj mass spectrum in Run2012AB, Run2012ABC, and Run2012ABCD
datasets.

498

D.2 Relaxing the selections of the 3rd jet or b-jet veto499

Fig. 33 shows the mll jj mass spectra in µµ above Z-pole channel after removing the require-500

ments on the 3rd jet and b-jet veto, respectively. We relax these two selections one at a time501

and all other selections have been applied. MC simulations are normalized to data luminosity502

using the cross section values in Table 2. Both distributions show indications of “excess” in the503

mass region around 1 TeV region. However, the data/MC ratios tends to be less pronounced.504

E Background subtracted kinematic distributions - 2012 analysis505

Here we show some background subtracted kinematic distributions for the “excess” events.506

The convention we take here is that leptons and jets are sorted in pT and labeled as l1, l2 and507

j1, j2, j3, j4, respectively.508

Fig. 34 shows the pT, η, and charge distributions for the leading and next-to-leading muons for509

the “excess” events after subtracting the known SM background contributions.510

Fig. 35 shows the kinematic variables related to the dimuon system for “excess” events, after511



References 37

Figure 33: The mll jj mass spectra in µµ above Z-pole channel after removing the requirements,
Left) on the 3rd jet and Right) b-jet veto, respectively. MC simulations are normalized to data
luminosity using the cross section values in Table 2.

subtracting known SM contributions. The ∆Φ is defined in the transverse plane of z-axis, and512

the polar angle θCS of µ− is calculated in the Collins-Soper frame.513

Fig. 36 shows the leading jet, next-to-leading jet, and 3rd jet pT and η distributions for “excess”514

events, after subtracting known SM contributions.515

Fig. 37 shows the PF-met distribution for “excess” events, after subtracting known SM contri-516

butions.517

Fig. 38 shows 5-body invariant mass mll3j and 6-body invariant mass mll4j for “excess” events518

after subtracting known SM contributions.519

Fig. 39 and Fig. 40 shows 3-body invariant mass and 2-body invariant mass for “excess” events520

after subtracting known SM contributions.521
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Figure 34: Left) leading muon, Right) next-to-leading muon pT, η, and charge distributions for
“excess” events, after subtracting known SM contributions.
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Figure 36: Top) leading jet, Middle) next-to-leading jet, Bottom) 3rd jet pT and η distributions
for “excess” events after subtracting known SM contributions.
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Figure 37: The PF-met distribution for “excess” events after subtracting known SM contribu-
tions.
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Figure 38: Left) 5-body invariant mass mll3j and Right) 6-body invariant mass mll4j for “excess”
events after subtracting known SM contributions.
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Figure 39: The 3-body invariant mass for “excess” events after subtracting known SM contri-
butions.
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Figure 40: The 2-body invariant mass for “excess” events after subtracting known SM contri-
butions.
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